
Applying Extractive Summarization using Global and Local Context to
Long Government Documents

Danielle Sim
simd@usc.edu

Erin Szeto
erinszet@usc.edu

Haley Massa
hmassa@usc.edu

Hee Ji Park
heejipar@usc.edu

Surya Solanki
suryasol@usc.edu

Abstract

In this paper, we apply an extractive sum-
marization model (referred to in this paper
as the GLCES model), introduced in (Xiao
and Carenini, 2019), to a dataset contain-
ing long government documents, GovRe-
port, to analyze challenges with respect
to document length and differing domain.
We compare four summaries: (1) main
summarization model GLCES, (2) base-
line summarization model SumBasic, (3)
ground truth extractive summaries from
the generated extractive labels, and (4)
GovReport’s ground truth abstractive sum-
maries. The summaries are evaluated us-
ing ROUGE scores and human evalua-
tion on 25 sampled documents. We find
that the GLCES model outperforms the
baseline model and maintains relevancy,
but when compared to the ground truth
extractive and abstractive summaries, the
GLCES summaries perform poorly in re-
gards to consistency and coherence.

1 Introduction

Long document summarization is a task that in-
volves generating a shorter summary of a docu-
ment that provides a quick and coherent under-
standing of the text. Reading long documents is a
time-consuming and difficult task, and summariz-
ing documents on domains such as medicine, his-
tory, and law is challenging since these domains
contain distinct and advanced vocabulary.

In Natural Language Processing there are two
main methods for long document summarization:
abstractive and extractive. Abstractive summa-
rization methods generate brand new summary
sentences to imitate how a domain expert would
manually generate a summary of a document. Ex-
tractive summarization methods aggregate chosen
sentences from the main document based on met-
rics to evaluate importance of those sentences to

generate a summary. Abstractive and extractive
methods have their respective strengths and weak-
nesses - abstractive methods are perform better
than extractive methods in terms of avoiding re-
dundancy but struggle with fluency. On the other
hand, extractive methods may struggle with redun-
dancy, but still produce summaries that read better
in terms of fluency and grammar and avoid false
information. One specific research area in extrac-
tive summarization methods involve using docu-
ments that are particularly long (longer than 1000
words).

A model published by Xiao and Carenini ’Ex-
tractive Summarization of Long Documents by
Combining Global and Local Context’ (Xiao and
Carenini, 2019) works to use section informa-
tion in the documents to generate extractive sum-
maries of particularly long sentences and docu-
ments using both global and local context. Xiao
and Carenini specifically apply their model to sci-
entific papers (PubMed and arXiv datasets) which
contain structures of multiple subsections through-
out the document, all following similar structures
that are commonly found in research publications
(introduction, methods, results, discussion, related
words, etc).

In this work we aim to apply the model of (Xiao
and Carenini, 2019) (referred to in this paper as the
GLCES model - global and local context extrac-
tive summarization model) to a different dataset,
GovReport, to evaluate performance in light of
two challenges: documents of longer length and
of a different domain.

The GovReport dataset comes from (Huang et
al., 2021), a collection of nearly 19.5k reports
written by government agencies such as the Con-
gressional Research Service and U.S. Govern-
ment Accountability Office. The average docu-
ment length is around 9.4k words and the aver-
age summary length is 553 words, both of which
are significantly longer than the average docu-
ments in the arXiv data set (4938 words/docu-
ment, 220 words/summary) and the PubMed data
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Figure 1: GLCES Model Architecture

set (3016 words/document, 203 words/summary)
used in (Xiao and Carenini, 2019). A challenge
the longer government reports brings is that the
summary quality from GLCES may be poor due
to the model architecture. The GLCES model’s
decoder layer consists of a multi-layer perceptron
and does not consider whether previous sentences
have been selected as part of the extracted sum-
mary; this could lead to higher redundancy in the
extracted summaries of lengthy documents. A sec-
ond challenge of the GovReport dataset is that
government documents follow structures that vary
and are specific to each paper (i.e. the subsec-
tions no longer follow similar structures as intro-
duction, methods, results, etc as described earlier)
and some documents feature topics that are harder
to summarize, such as financial reports.

To this effect, our project focuses on analysis
of four summaries: (1) the main summarization
model GLCES summary (2) the baseline summa-
rization model SumBasic summary, (3) the ground
truth extractive summary from the generated ex-
tractive labels, and (4) GovReport’s ground truth
abstractive summary. We find that the GLCES
model outperforms the baseline model and main-
tains relevancy, but when compared to the ground
truth extractive and abstractive summaries, the

GLCES summaries perform poorly in regards to
consistency and coherence.

2 Methods

2.1 Extractive Summarization of Long
Documents Combining Global and Local
Context (GLCES)

(Xiao and Carenini, 2019) proposed a novel neu-
ral extractive summarization model, GLCES, for
single long documents that exploits section infor-
mation by capturing local context (e.g. sections,
chapters) and global context (e.g. whole docu-
ment) of documents.

The model’s architecture, shown in Figure 1,
contains three components: a sentence encoder,
document encoder, and sentence classifier. Av-
erage Word Embedding is used as the sentence
encoder and bi-directional gated recurrent units
(GRU) encode the document sequentially for-
ward and backward. To capture the local context
of each sentence, the model applies the LSTM-
Minus method (Wang and Chang, 2016), origi-
nally proposed to help with segment embedding.
Once obtained, these three representations (sen-
tence, topic, and document) are combined using
attentive context to make a prediction on whether
the sentence should be included in the extractive



Model Compare against ground truth extractive Compare against ground truth abstractive
ROUGE-1 ROUGE-2 ROUGE-L ROUGE1 ROUGE-2 ROUGE-L

SumBasic 47.64 20.63 22.63 43.67 14.07 18.45
GLCES 62.00 40.06 56.52 56.36 27.60 47.58

Table 1: Automatic evaluation metric scores of the SumBasic and GLCES models’ summaries compared
against the ground truth extractive and abstractive summaries.

summary.

3 Experiments

3.1 Training Details

In order to train the GLCES model, we needed to
reformat the GovReport data to follow the exam-
ple data in (Xiao and Carenini, 2019) and gener-
ate extractive summary labels. Because GLCES
is an extractive summarization model and Gov-
Report dataset contains abstractive summaries, we
used an algorithm from (Kedzie et al., 2018) to
construct extractive summary labels, in which sen-
tences with the highest ROUGE-1 (Lin, 2004)
score when compared to the gold-standard ab-
stractive summaries of each report are labeled as
part of the ground truth extractive summary. De-
tails of the data preprocessing and restructuring of
the GovReport data are included in Appendix A,
and details of the extractive label generation algo-
rithm are shown in Appendix B.

3.2 Compared Summaries

We compare four different summaries and outline
implementation details for the GLCES model and
SumBasic model in Appendix C.

• GLCES (Xiao and Carenini, 2019), the novel
neural extractive summarization model that
combines global and local context.

• SumBasic (Vanderwende et al., 2007), the
baseline model, which is a traditional extrac-
tive summarization model.

• Ground truth extractive, the extractive
summary that comes from the generated ex-
tractive labeled sentences of the GovReport
dataset.

• Ground truth abstractive, the abstractive
summary included in the GovReport dataset,
handwritten by experts.

3.3 Automatic Evaluation Metrics

Automated evaluation aids system development
and avoids labor-intensive and potentially incon-
sistent human evaluation (Liu and Liu, 2010).
There are several automated evaluation methods,
but in our paper, we use ROUGE (Recall-Oriented
Understudy for Gisting Evaluation), which is a
standard evaluation measure.

• ROUGE-N: This method has been shown to
be effective in capturing n-gram overlap be-
tween the automatic summaries and the ref-
erence summaries, such as unigram, bigram,
and trigram (Lin, 2004), (Ganesan, 2018).

• ROUGE-L: This method measures the
longest matching string using the LCS tech-
nique. The advantage of LCS is that it
does not require consecutive matching of
words like ROUGE-2, but rather measures
the matching that occurs within a string, al-
lowing more flexible performance compari-
son (Lin, 2004).

3.4 Experimental Results

We use ROUGE-1, ROUGE-2, and ROUGE-L
scores to compare the GLCES and SumBasic sum-
maries against the ground truth extractive and
ground truth abstractive summaries. The scores
are displayed in Table 1.

First, we compare the GLCES and SumBasic
summaries against the ground truth extractive. In
Table 1, the GLCES model has higher ROUGE-1
and ROUGE-2 scores than SumBasic. This indi-
cates that the summaries generated by the GLCES
contain many keywords included in the ground
truth summaries. The ROUGE-L score is also
higher in GLCES, showing that the summaries
generated by GLCES not only have many of the
same words but also many of the same sentences
as the ground truth summaries.

Second, we compare the GLCES and SumBa-
sic summaries against the ground truth abstractive



Summary Relevance Consistency Non-redundancy Fluency Coherence
SumBasic 2.24 1.68 2.44 2.32 2.00
GLCES 3.00 1.88 3.60 3.40 2.60

Ground truth extractive 4.00 3.24 4.0 3.60 3.20
Ground truth abstractive 4.80 4.64 4.52 4.68 4.52

Table 2: Average scores of human evaluation across the four summaries

summaries. All ROUGE scores of the GLCES
model summaries are higher than those of Sum-
Basic. This demonstrates that the GLCES model
outperforms the baseline model and is more likely
to produce higher-quality summaries that are more
similar to the ground truth abstractive summaries.

4 Human Evaluation & Analysis

4.1 Limitations of Automatic Evaluation
Metrics

The ROUGE score measures how many words ap-
pear in the generated summary and the reference
summary and how the order of the words match.
This is a limitation because if, for example, the
generated summary contains synonymous words
to the reference summary and has a different, but
coherent order of words, the summary may get
a lower ROUGE score even though it was not of
poor quality. Thus, trying to increase the ROUGE
score may result in harming the expressive diver-
sity of the summary. For this reason, many papers
provide not only the ROUGE score, but also the
expensive human evaluation results.

4.2 Details of Human Evaluation
Human evaluation has been the most trusted
evaluation method and used as the gold standard
for summarization evaluation (Gatt and Krahmer,
2017). In order to reduce subjectivity and evaluate
summaries consistently, absolute evaluation cri-
teria should be established. We set the following
five criteria to judge a good summary, referring
(Fabbri et al., 2020), (Bražinskas et al., 2020) and
(Jia et al., 2021). We rate each summary on a
scale from 1 (worst) to 5 (best).

• Relevance: The rating measures whether the
summary captures the key point of the article.
Consider whether some or all of the crucial
information is included in the summary.

• Consistency: The rating measures whether
each sentence is well-placed for each infor-

mation. Consider whether the sentence flows
well.

• Non-redundancy: The rating measures
whether the summary contains unnecessary
repetition sentences. Redundant sentences
do not mean only sentences with the same
word composition. Where words have dif-
ferent uses but have the same meaning, we
define them as duplicate sentences.

• Fluency: The rating measures whether the
summary is overall easy to read and under-
stand. Consider the quality of the summary
as a whole.

• Coherence: The rating measures whether the
summary are well structured and well orga-
nized overall.

4.3 Results
We randomly sampled 25 government reports and
scored each reports’ four summaries on relevance,
consistency, non-redundancy, fluency, and coher-
ence. The average scores of these five criteria
across the four summaries are shown in Table 2.

From these results, we find that the ground truth
abstractive summaries are ranked first across the
five criteria and are deemed the summaries with
the highest quality. The ground truth extractive
summaries are ranked second, the GLCES sum-
maries are third, and the SumBasic summaries are
fourth.

4.4 Error Analysis
When performing the human evaluation on the
sampled GovReport documents, we found that the
GLCES model summaries contain relevant and
easy to read sentences. The summaries were
not very redundant, indicating that the GLCES
model’s architecture did not lead to high redun-
dancy. Although the GLCES summaries achieved
scores of 3 or greater in relevancy and fluency,
the summaries performed poorly in terms of con-
sistency and coherence. A large issue with the



GLCES summaries was while individual sen-
tences flowed well, the overall ideas and topics
that are expressed in the documents are not well
reflected, as well as inconsistent ordering of sen-
tences. A sample summary is shown in Appendix
E.

Additionally, depending on the report topic, the
GLCES summaries did not capture pertinent de-
tails of the report. For instance, for a report
dedicated to understanding the budgets for stock-
pile stewardship, the GLCES summary had 9 sen-
tences on budget details while the ground truth ab-
stractive summary had around 25 sentences related
to budgeting. The GLCES model did not seem
to grasp the importance of the financial numbers
in the document, and this may be due to the na-
ture of the government domain. This could also be
due to the challenge of generating extractive sum-
mary labels. Because the generated labels were
constructed from an algorithm with no human val-
idation, the quality of the labels may be poor and
the model may not have learned well.

Comparing the SumBasic, GLCES, and ground
truth extractive summaries with the ground truth
abstractive summaries, the ground truth abstrac-
tive summaries had a better flow and summarized
the report well from start to finish. Because the
ground truth abstractive summaries are written by
domain experts, these summaries were found to be
the strongest overall, especially from the perspec-
tive of being a reader with no domain knowledge
and reading the summaries with the intent to get
a quick and coherent understanding of the doc-
uments. The ground truth extractive summaries
were also found to be strong with good fluency and
relevancy, but they were relatively weaker com-
pared to the ground truth abstractive summaries
and often missed the overview of the document
and lacked coherence. This could be because not
only are the ground truth abstractive summaries
written by domain experts, but they also are writ-
ten with specific intent to capture document ideas
and topics as a whole, whereas the ground truth
extractive summaries contain selected sentences
from specific portions of the documents.

5 Conclusion

In this project we apply Xiao and Carenini’s
GLCES model (global and local context extractive
summarization) to a new dataset to analyze its per-
formance with respect to two different challenges:

a different domain and longer documents. To an-
alyze the scope of this model we compare it to a
baseline summarization model SumBasic, as well
as two ground truth summaries, one extractive and
abstractive. Evaluation is done using automatic
evaluation metrics of ROUGE-1, ROUGE-2 and
ROUGE-L scores and human evaluation on sum-
mary relevance, consistency, non-redundancy, flu-
ency and coherence.

Our results from both of these evaluation meth-
ods indicate that the GLCES model routinely out-
performs the SumBasic model, but its output sum-
maries are not quite on par with the ground truth
extractive and ground truth abstractive summaries.
We concluded that this outcome was because al-
though the GLCES model consistently selected
relevant, informative sentences from the original
document, it failed to aggregate them in a coherent
and understandable manner. Overall, the results
from our experiments are promising that success-
ful long document summarization is achievable,
but there is still significant progress to be made
in the field.

Code

The code can be found at https://github.
com/erinszeto/csci544-project.

Dataset

The GovReport dataset can be found at https:
//gov-report-data.github.io/.

Video

The demo video with a brief discussion of
our project can be found at https://www.
youtube.com/watch?v=pwKDke-jchE
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A Data Preprocessing

Data preprocessing steps were modeled after the
example input for the GLCES model. Docu-
ments are converted to lowercase, and sentences
are listed one-by-one. The number of words for
each sentence are counted after word-level token-
ziation. Subsections in the documents are noted
and number of sentences per subsection (section
length) are noted as well. Tokenziation on punc-
tuation such as periods, commas and dashes and
grammar structure such as apostrophes are all
made to follow the GLCES model. The Figures
2, 3 and 4 show a sample document both before
and after preprocessing steps.

Figure 2: Sample GovReport document before
preprocessing

Figure 3: Sample GovReport document
after preprocessing (head)

Figure 4: Sample GovReport document
after preprocessing (tail)

B Extractive Label Generation

Algorithm 1 is used to generate extractive labels
from abstractive summaries of government report
data. It is a modified version of the algorithm used
in (Xiao and Carenini, 2019) and (Kedzie et al.,
2018). For the word budget argument, 10% of the
report’s total word count is used. If at least five
sentences have been picked and the past three sen-
tences chosen are the same sentence, which is re-
dundant, then the algorithm will break out of the
loop and return the list of unique sentences that are
chosen as the extractive labels. This modification
is made because running the algorithm to obtain
the labels is very time-consuming.

Algorithm 1: Extractive label generation
def labelGeneration(ref,sentences,budget

):
hyp = ’’
wc = 0
picked = []
highest_r1 = 0
sid = -1

while wc <= budget:
for i in range(len(sentences)):

##fmeasure of ROUGE1
score = scorer.score(hyp+

sentences[i],ref)[’rouge1’
][2]

if score > highest_r1:
highest_r1 = score
sid = i

if (len(picked) > 5) and (picked
[-1] == sid) and (picked[-2]
== sid):
break

elif sid != -1:
picked.append(sid)
hyp = hyp+sentences[sid]
wc += wordCount(sentences[sid])

else:
break

## unique sentences
picked = list(set(picked))

return picked

C Implementation Details

Listed below are the Hyperparameters used while
training the GLCES Model:

• Decoding Method: Attentive Context

• Epochs: 20

• Summary word count: 553



• Batch size: 32

• Embedding dimension: 300

• MLP dimension: 100

• Hidden dimension: 300

SumBasic, the baseline model we used, is an ex-
tractive summarization system designed for topic-
focused multi-document summarization. The mo-
tivation behind the algorithm is that words occur-
ring frequently in the document cluster occur in
summaries with higher probability. Figure 5 de-
tails the steps of the algorithm. Due to the small
word probabilities, we had to calculate the proba-
bilities in the log space.

Figure 5: SumBasic Implementation

D Human evaluation

Figure 6: Sample Human Evaluation

E Sample GLCES Summary

Sample GLCES summary for The Independent
Payment Advisory Board: 111-148 , as amended
) created the independent payment advisory board
( ipab , or the board ) to ”reduce the per capita
rate of growth in medicare spending. . the board’s
proposals will be implemented by the secretary of

health and human services ( the secretary ) unless
congress acts either by formulating its own pro-
posal to achieve the same savings or by discon-
tinuing the automatic implementation process de-
fined in the statute . the patient protection and af-
fordable care act ( ppaca , p.l . the report then
describes the structure of the board , the calcula-
tions and determinations required to be made by
the office of the chief actuary ( the chief actuary
) in the centers for medicare medicaid services (
cms ) that trigger a board proposal , and the con-
tent of and constraints on board proposals — in-
cluding the medicare productivity exemptions un-
der section 3401 of ppaca . among some propo-
nents of health care reform , a major impetus for
reform , in addition to improving quality and in-
creasing access , has been the rising cost of the
medicare program . in addition , the report reviews
the expedited and other parliamentary procedures
that relate to congressional consideration of board
proposals and other board - related activities , and
concludes with a description of how the board’s
proposals are to be implemented and their possible
impact . this report , which provides an overview
of the board , begins with a discussion of the ratio-
nale behind the creation of an independent medi-
care board and briefly reviews prior proposals for
similar boards and commissions . appendix a de-
tails key dates for ipab implementation and vari-
ous reports required by the law , and appendix b
compares the ipab with the medicare payment ad-
visory commission ( medpac ) . the explicit charge
given by ppaca to the board in section 3403 ( b ) is
to ”reduce the per capita rate of growth in medi-
care expenditures. . recommendations relating
to payments to plans under medicare parts c and
d and recommendations relating to payment rate
changes that take effect on a calendar year basis
take effect on january 1 of the iy . in addition ,
the government accountability office ( gao ) is di-
rected , as described below , to undertake a review
of the board’s initial recommendations and report
to congress by july 1 , 2015 . this joint resolu-
tion requires a super - majority vote of both cham-
bers and either the signature of the president or
overriding his veto by a two - thirds vote in each
house to enter into force . since some providers
and suppliers of services will receive a reduction
in payments beyond their productivity adjustment
in some years , section 3403 ( c ) ( 2 ) ( iii ) pro-
hibits , as described below , the board from recom-



mending in some years further reduction in pay-
ment rates to those providers and suppliers . 452
was combined with the help efficient , accessible ,
low - cost , timely healthcare ( health ) act of 2011
( h.r . the national commission on fiscal respon-
sibility and reform , popularly referred to as the
simpson - bowles deficit commission , proposed
two sets of recommendations ( recommendations
3.5 and 3.6 ) regarding ipab .
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